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The photodynamics along the main decay paths of thymine after excitation to the lowest sr,7* state have
been studied with MS-CASPT?2 calculations and semiclassical CASSCF dynamics calculations including a
surface hopping algorithm. The static calculations show that there are two decay paths from the Franck—Condon
structure that lead to a conical intersection with the ground state. The first path goes directly to the intersection,
while the second one is indirect and involves a minimum of the s,;t* state, a small barrier, and a crossing
between the 77,77* and n,w* states. From the static calculations, both paths have similar slopes. The dynamics
calculations along the indirect path show that, after the barrier, part of the trajectories are funneled to the
intersection with the ground state, where they are efficiently quenched to the ground state. The remaining
trajectories populate the n,;t* state. They are also quenched to the ground state in less than 1 ps, but the static
calculations show that the decay rate of the n,r* state is largely overestimated at the CASSCEF level used for
the dynamics. Overall, these results suggest that both direct and indirect paths contribute to the subpicosecond
decay components found experimentally. The indirect path also provides a way for fast population of the

n,r* state, which will account for the experimental picosecond decay component.

Introduction

Pump—probe spectroscopy experiments with femtosecond
resolution have provided evidence for ultrafast, radiationless
relaxation mechanisms of the DNA and RNA nucleobases after
photon absorption.'™ While this is usually interpreted as a
mechanism of self-protection of DNA toward UV radiation, it
is also known that exposure of DNA-like oligomers and DNA
itself to UV induces formation of potentially mutagenic cy-
clobutane pyrimidine dimers.!® Significant experimental and
theoretical efforts have been carried out in the past decade to
clarify this complex picture, and the calculations aim to provide
the mechanistic explanation for the lifetimes and multiexpo-
nential decay components found for the nucleobases in the gas
phase, in water, and in the DNA environment.'! In this context,
the aim of this paper is to study the photodynamics of isolated
thymine after excitation to the lowest m,7t* state and clarify
some mechanistic aspects of the decay. We have approached
this problem combining static and dynamics studies of the
potential energy surface. In principle, the dynamics allow for a
simulation of the decay time scale and the branching of
trajectories when conical intersections are involved, but because
of their high computational cost, they must be carried out at
lower levels of theory than the static studies. This practical
restriction can affect the validity of the dynamics results since
they are very sensitive to the level of theory. Therefore, the
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interpretation of the dynamics is completed with a critical
evaluation by comparison with the higher-level static calculations.

Experimentally, the photodynamics of thymine in the gas
phase have been described in terms of relaxation components
on the subpicosecond, picosecond, and nanosecond range. The
first pumb—probe transient experiments in the gas phase reported
a biexponential decay with components of 6.4 and 100 ps,
respectively.*'? However, a three step decay mechanism with
components of <50 fs, 490 fs, and 6.4 ps was described later
on by Ullrich et al.” More recently, in a study with 80 fs
resolution, Canuel et al.! reported a biexponential decay with
components of 105 fs and 5.12 ps, respectively. The origin of
the subpicosecond deactivation components is usually assigned
to barrierless relaxation from the bright 7z,77* state to the ground
state (GS), but the origins of longer components are subject to
discussion. Thus, the ps transient has been assigned to deactiva-
tion from the optically dark n,* state®® and to a close-lying
triplet state, *z,77*.>!? In addition to that, a long-living dark state
(hundreds of ns) has also been proposed®’ to arise from the
n,T* state.

On the theoretical side, several studies have highlighted the
role of a conical intersection between the first excited and the
ground state in the ultrafast decay, both for thymine and uracil.
The intersection structure, (Eth)y, is of ethylene type and is
characterized by an out-of-plane bending of the Cs substituent
(a hydrogen atom in uracil and a methyl group in thymine; see
Figure 1 for the numbering). It has been located at several levels
of theory,> % and the mechanisms proposed to explain the
experimental decay vary depending on the level of theory. In
short, two paths to access the intersection have been described
with complete active space self-consistent field (CASSCF) and
complete active space second-order perturbation (CASPT2)
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Figure 1. Two-dimensional sketch of the two lowest excited-state potential energy surfaces (S; and S,) of thymine in the vicinity of the
Franck—Condon region. Insets: FC structure with atom numbering and energy profiles for the paths contained in the two-dimensional sketch.

calculations. The corresponding one-dimensional energy profiles
are shown as insets in Figure 1, together with a two-dimensional
sketch of the potential energy surface in the vicinity of the
Franck—Condon region, which shows the two paths (see also
Figure 8 of ref 13). Path 1 is a barrierless, direct path from the
Franck—Condon (FC) structure to (Eth)x on the lowest-lying,
spectroscopically active 7r,7t* state.'S In the mechanism based
on path 1, the subpicosecond decay component reflects the decay
to the ground state, and the picosecond component is proposed
to arise from consumption of a planar minimum of the s,77*
state and/or a nonplanar minimum of the n,7z* state, which are
also populated during the decay.!®!® In contrast to this, path 2
is indirect and goes through a nonplanar minimum of the 7,77*
state, namely, (7Z,4%)yin. This minimum is separated from (Eth)x
by a barrier and a crossing with the nz* state. Multiple-
spawning dynamics trajectories run at the CASSCF level3
follow the indirect path and remain trapped at (7,7%)y, before
accessing the intersection with the ground state. On the basis
of these results, it has been suggested that the subpicosecond
component (<50 fs) corresponds to decay from the FC structure
to (,*%)vin, While the picosecond component reflects the
depopulation of the (7,4%)y, intermediate. A third explanation
has been proposed on the basis of semiempirical OM2//MRCI
dynamics'# with a trajectory surface hopping algorithm. In this
case, two different relaxation mechanisms are observed in the
subpicosecond range. The fastest mechanism corresponds to
direct decay from the FC structure to (Eth)x and explains the
<50 fs component, while the other mechanism is assigned to
the 490 fs component and corresponds to decay from the 7,77*
state to the n,zr* state and further to the ground state. Finally,
nonadiabatic molecular dynamics?! for uracil using density
functional theory give a lifetime of approximately 600 fs for
the o, 7t* state, which decays through the ethylenic intersection.
However, the n,;t* state was not considered in these calculations.

In view of the discrepancies between these theoretical results,
the objective of the present paper is to gain further insight into
the relaxation process of thymine. For this purpose, we have
recalculated the direct and indirect paths in a uniform manner,
using the MS-CASPT2//CASSCF approach (MS-CASPT?2 cal-
culations along the optimized CASSCF paths), which is one of
the approaches of reference for accurate excited-state calcula-
tions. Moreover, we have carried out semiclassical, on-the-fly,
dynamics calculations along the indirect path. In the dynamics
calculations, the nuclei are propagated classically on a CASSCF
potential energy surface, and the passage through the conical
intersections is treated with a trajectory surface hopping
algorithm (see Computational Details). This methodology has
been applied before to several photochemical and photophysical
problems,?>"%* and a similar implementation at the multirefer-
ence configuration interaction (MR-CI) level has been applied
to study the decay of adenine.?® The starting scenario for our
dynamics is the two-dimensional surface of Figure 1. Similar
models have been previously proposed in refs 13 and 16. For
simplicity, the surface is sketched along the C4;—Og and Cs—C¢
stretching coordinates, although the actual paths are more
complicated and involve other coordinates that correspond to
out-of-plane modes, such as C¢ pyramidalization and Cs—Cg
bond torsion. The two paths coexist on the surface and merge
as they approach (Eth)x. The CASSCF trajectories started at
the FC structure in ref 13 follow the indirect path and get trapped
in (77,7%)\in for a time that exceeds the time range of our studies,
which is of a few hundreds of femtoseconds. Therefore, we have
studied the second step of this path (full line in Figure 1), starting
our trajectories from the transition state (7,74%)rs that separates
this minimum from (Eth)x. Because of the limitations of the
CASSCEF level of theory used for the dynamics, the information
that we can obtain from the trajectories is mainly mechanistic.
For this reason, and due to the computational cost of the
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trajectories, we have run a reduced number of trajectories, where
we have sampled the main paths encountered after (7,7r%)rs with
14 trajectories. This combined static and dynamics approach
shows that both paths provide a rapid deactivation route to the
ground state through the ethylenic intersection, (Eth)x, while
the indirect path is also a route to populate the n,z* state, where
the system can get trapped for a longer time.

Computational Details

MS-CASPT2//CASSCF Potential Energy Surface. The
static calculations were carried out at the MS-CASPT2//
CASSCEF level of theory, using the 6-311G* basis set. Optimi-
zations and minimum-energy-path calculations have been
performed at the CASSCF level using Gaussian03,>” with no
symmetry restrictions. The minimum-energy paths were ob-
tained with the intrinsic reaction coordinate’® and initial
relaxation decay techniques® in mass-weighted Cartesian
coordinates. The displacements are given in bohr times the
square root of the atomic mass unit (atomic units, au).

A (12,9) active space consisting of the eight 7 orbitals and
the Og lone pair was used for the optimization of structures
@) Min, (M) (M,T*/GS)x, and (nr*/m,a*)x and the
intrinsic reaction coordinate calculations involving these struc-
tures. Equal state average over the two higher states has been
used in the optimizations whenever possible. In the cases with
three states where convergence could not be achieved, the three
states were averaged with equal weights. In the state-averaged
optimizations using nine active orbitals, solution of the state-
averaged coupled perturbed multiconfigurational SCF (SA-
CPMCSCEF) equations was not feasible, and the orbital rotation
contributions to the gradients were neglected.* Structure (Eth)x
and the minimum-energy path from the FC point to that structure
were optimized with a smaller (10,8) active space, where the
oxygen lone pair was removed because its occupation was close
to 2.0. Structure (7,7r*)rs was also optimized with a (10,8) ac-
tive space to solve the SA-CPMCSCEF equations and calculate
the orbital rotation contributions to the gradient, thus allowing
for an analytical frequency calculation. In this case, the 7 orbital
with highest occupation was removed from the active space.
The minimum-energy-path calculations from this transition
structure were also carried out with the (10,8) active space.

MS-CASPT?2 single-point calculations have been carried out
with Molcas5.4.3! All energies in eV discussed in the paper are
relative to the MS-CASPT?2 ground-state energy (CASSCF(10,8)/
6-311G* optimized geometry). The MS-CASPT?2 calculations
were carried out with a CASSCF(12,9)/6-311G* reference wave
function over the six lowest roots because close-lying higher
states in some regions of the potential energy surface make the
inclusion of six roots necessary to obtain smooth profiles for
the lowest 7% and n,* states. In all cases, state-averaging
over all states with equal weights and a real level shift®
parameter of 0.3 were used.

For a better comparison between the MS-CASPT2 static
calculations and the CASSCF dynamics, the critical points were
reoptimized at the CASSCF(8,6)/6-31G* level (see below for
the active space orbitals). In this case, the connection between
the critical points at the CASSCF level was confirmed by linear
interpolations in internal coordinates between the structures (see
Figure 3 for the single-point energies and SI1, Supporting
Information, for the complete energy profiles).

CASSCF Semiclassical Dynamics. We have carried out
semiclassical direct dynamics trajectories,™* 3 where the nuclear
gradient and Hessian are calculated “on-the-fly” in the full space
of 3N — 6 coordinates (where N is the number of atoms) and
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the nuclei are propagated classically. The calculations have been
carried out with a development version of Gaussian033¢ at the
CASSCF(8,6)/6-31G* level. The trajectories where started on
S,, and when they approached a region of S,/S; degeneracy
(threshold of 8 mhartrees), the CASSCF surface hopping
algorithm was activated. In this algorithm, the time-dependent
electronic wave function is calculated and the surface hopping
probabilities are obtained by projecting the time-dependent wave
function on the CASSCF states. Hops occur when the prob-
abilities for the running state go below a threshold of 0.20 (see
the Supporting Information of ref 37 for more details). The
current implementation of this algorithm only allows for state-
averaging between the two highest excited states. For this reason,
after the hops from S, to Sy, the trajectories were stopped once
the S,—S, energy gap went over a threshold of 10 mhartree,
and they were restarted on S; using the final geometry and
velocity of the first run.

The length of the trajectories (approximately 500 fs, with
approximately 2 steps per fs) and the need to calculate accurate
gradients by solving the SA-CPMCSCEF equations forced us to
reduce the active space to eight electrons in six orbitals. In the
trajectories started on S, and those running on the n,7t* state
(Sy), the active space consisted of the five s orbitals ap-
proximately localized on the N;—C¢—Cs—C4—Og fragment and
the in-plane Og oxygen lone pair. This active space remained
stable during those trajectories, and no discontinuities were
observed. In the S trajectories on the 7t,7t* state, the occupation
of the oxygen lone pair active orbital was 2.0. This orbital was
replaced by the Nj 77 orbital at the beginning of these trajectories,
and the corresponding active space also remained stable.

The initial conditions of the dynamics calculations were
obtained by sampling the transition state zero-point energy,
which generated a random set of 3N — 7 coordinates with the
corresponding kinetic energy distribution.”*3® To model the
approach to a conical intersection and drive the trajectories in
that direction, 1 kcal/mol of extra kinetic energy was added to
the mode with the imaginary frequency. The trajectories were
run with the analytical Hessian for the first few steps, after which
a Hessian updating algorithm®® was used. The updating algo-
rithm failed to conserve the total energy in 11 out of 25
trajectories, which had to be discarded. The remaining 14
trajectories are the ones discussed in the paper. Energy plots
for these trajectories are provided in the Supporting Information.

Results

Potential Energy Surface Calculations. The paths sketched
in Figure 1 have been characterized with CASSCF/6-311G*
minimum-energy-path calculations from the FC structure on the
m,* state (see Figure 2, which includes the structures of
the critical points). Similar to what is described in ref 16, the
resulting path depends on the CASSCF active space used in
the calculation. The calculation with a (10,8) active space leads
directly to (Eth)x.' Along the first steps of this path, the
molecule stays planar, and the Cs—Cs and C;—Og bonds are
expanded to approximately 1.5 and 1.25 A, respectively. Later
on, the molecule loses its planarity, and the C,—Og bond is
contracted again to its initial value. Thus, structure (Eth)x has
a short C4—Og and a long Cs—Cg bond (1.19 and 1.45 A,
respectively), and the methyl group is twisted out of the plane
of the ring. In contrast to this, the calculation with the (12,9)
active space leads to a quasi-planar minimum on the 77,77* state,
(7, )vin. The main difference with the first path is that the
C,—Og bond is expanded to approximately 1.36 A, and the
methyl group stays in the plane of the molecule. From (7,/x%)win,
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Figure 2. MS-CASPT2(12,9) energy profiles along the CASSCF/6-311G* minimum-energy paths from the FC structure; (a) direct path (path 1

in Figure 1); (b) indirect path (path 2 in Figure 1).
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Figure 3. Energies of relevant critical points on the excited-state surface of thymine at the MS-CASPT2(12,9)/6-311G* level of theory (CASSCEF(8,6)/

6-31G* optimized energies in brackets).

we have characterized an indirect path similar to the one reported
in ref 13. This path continues along a transition structure,
(,*)1s, and a conical intersection with the n,7t* state, (7, r%/
n, )y, and ends at (Eth)x. To compare the energies of the two
paths, the energy profiles have been recalculated at the MS-
CASPT?2 level, using a (12,9) active space that includes all 7
orbitals and the oxygen lone pair involved in the n,z* excitation.
The MS-CASPT2(12,9) energy profiles along the direct and
indirect paths are shown in Figure 2a and b, respectively. The
MS-CASPT2 barriers along the two paths are small (<0.1 eV),
and the discontinuities around 10 au in both profiles are due to
degeneracies of the CASSCEF reference wave function. The two
MS-CASPT?2 profiles are similar in energy, and from the static
calculations, it is not clear which of the two paths is preferred.

The possibility of populating the n,;t* state along the indirect
path and the fate of this state have been studied by calculating
the decay path from (sr,7w%/n,7t%)x on the n,7t* state, which leads
to a minimum, (n,r*)y;,. This minimum is characterized by a
long C4—Og bond (1.37 A) and Cs pyramidalization. From this
minimum, we have optimized a decay path through a conical
intersection with the ground state, (n,7*/GS)x. This intersection
is similar to structure MXS4 from ref 19, with the C;,—Og bond
stretched to 1.44 A and a distorted ring. The MS-CASPT2
energy is 5.3 eV, which is higher than the vertical excitation of

5.1 eV. In addition to that, the (n,*)y;, population can also
decay through (Eth)x via a switch back to the s7,77* state. This
path will involve an avoided crossing near (z,7%/n,7%)x, and
its estimated barrier is the difference between (n, %)y, and
(Tt Mm,ma*)x, 0.4 eV.

The MS-CASPT?2 static picture is summarized in Figure 3,
and the CASSCF(8,6) energies of the critical points (see
Computational Details) are shown in brackets for comparison.
There are several differences between the MS-CASPT2 and
CASSCEF energy profiles. The largest dynamic correlation effect
is found along the initial part of the indirect path. The vertical
m,r* and n,ot* excitation energies are approximately 5.1 eV at
the MS-CASPT?2 level. However, the sr,7* excitation energy is
increased by more than 2 eV at the CASSCF level, and the
CASSCEF barrier between (T,m%)yvin and (Eth)y is overestimated
by 0.2 eV with respect to the MS-CASPT2 value. Another
relevant difference regards the energy of (n,w*/GS)x relative
to the vertical excitation. At the CASSCEF level, the intersection
lies below the vertical excitation and is accessible (see below),
but at the MS-CASPT?2 level, it lies higher in energy than the
FC structure.

Dynamics Simulations. The CASSCEF trajectories started at
the FC structure in ref 13 follow the indirect path and get trapped
at (&, *)\in for at least 500 fs. For this reason, the dynamics
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were started at (7,77%)1s on S,, following the transition vector
direction toward (n,r*/m,a*)x, and (Eth)x. (7,7%)1s is charac-
terized by a weak boat-like puckering of the ring and a slightly
pyramidalized methyl group (Cy—Cs—C4—Nj; dihedral angle:
—153.9°). The most relevant bond distances have a mixed
single—double bond character (C4;—Og: 1.29 A: C,—Cs: 1.36
A; Cs—Cq: 1.49 A). The transition vector (Figure 4) is mainly
composed of C,;—Og shortening, Cs—Cs lengthening, and
pyramidalization of N; and Cg.

Figure 5 shows the evolution of the three lowest excited states
of thymine together with the C,—Og distance along time for a
representative trajectory. The state followed by the trajectory
is shown with a bold red line. We center on the approach to the
CI seam along the reaction coordinate. Thus, the gradient
difference vector at the seam (Figure 4) is similar to the
transition vector (large C,—Og stretch component), and the seam
lies approximately perpendicular to the coordinate (see Figure
1). For this reason, the seam is reached from the TS in a few
fs. The trajectory oscillates back and forth around the seam,
and the oscillations are approximately in phase with the C,—Og
stretching mode (see the evolution of the C,—Og distance in
Figure 5). Each oscillation on S, is associated with an “adiabatic
switch” between the 71,t* and n,7t* states, until the trajectory
hops to S;. In the example shown in Figure 5, the hop to S,
takes place at the third approach to the seam, and the trajectory
continues on the 57,71 state. Once the trajectories decay to the
m,* state, the C4—Og bond is shortened, while this bond is
stretched for those trajectories that decay to the n,7t* state.

After the hop to Sy, all trajectories are continued to monitor
their subsequent relaxation on the sz,77* or n,;t* state, reducing
the number of roots to two (see Computational Details). Out of
14 valid trajectories (see Computational Details), 9 stay on the
7T,r* state after the S,/S; crossing, and 5 populate the n,7z* state.
A representative trajectory for the decay of the mz,77* state on
S; is shown in Figure 6. In this case, the C4—Og bond remains
short and oscillates around 1.2 A, while the Cs—Cg bond is
stretched up to 2 A. At the same time, the methyl starts to bend
out of plane. The Cs—Cs bending and methyl out-of-plane
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coordinates are contained in the branching space vectors at
(Eth)x (see Figure 7) and take the trajectory to the Si/Sy seam
of intersection centered around this structure. The decay to the
ground state takes place 15—200 fs after the hop from S, to S,
at geometries where the out-of-plane bending angle of the
methyl group ranges from 50 to 100° and the C,—C5 bond length
ranges from 1.2 to 2.0 A. After the hop to Sy, the “hot” molecule
keeps vibrating in the ground state. In the condensed phase
(solution or DNA environment), the vibrational excess energy
will be dissipated to the environment.

In contrast to the s, ot* trajectories, the trajectories on the
n,ot* state are mainly driven by the C,—Os stretch coordinate.
This coordinate takes the molecule to a seam of intersection
with the ground state, which is reached in about 10 fs (see Figure
8 for a representative trajectory). At the seam region, the C,—Og
distance is larger than 1.5 A. The trajectories oscillate around
the seam, and three out of five trajectories decay to the ground
state after 100 fs or less. The remaining two trajectories reach
the computational time limit without decaying to Sy, but it can
be assumed that they will decay shortly after that. However,
the analysis of the intersection and the comparison with the MS-
CASPT2 energies show that the propensity for this decay is
overestimated in the dynamics (see Figure 3). At the CASSCF
level, the energy of the starting point, (/7,74%)1s, is approximately
0.8 eV higher than (n,#*/GS)x, and the intersection is energeti-
cally accessible, but at the MS-CASPT2 level, the minimum of
the (n,r*/GS)x seam lies slightly higher in energy than the FC
point. The decay through this intersection is therefore less
favored at the higher level of theory.

Discussion

The indirect excited-state decay path of thymine shown in
Figure 1 has been studied with semiclassical dynamics started
at the transition state that separates the minimum from the
conical intersection with the ground state, (Eth)x. Qualitatively,
our results are similar to those found in a semiempirical OM?2/
MRCI dynamics study after excitation to the FC region.!” Thus,
the trajectories are funneled along the decay path toward an
S»/S, conical intersection seam between the 77,77 and n,;t* states
which is perpendicular to the decay coordinate (C4—QOg bond
stretch; see Figure 1). The quenching to the S; state is highly
efficient and takes place in 5—60 fs, and a branching of the
trajectories between the s7,t* and n,r* states is observed. The
trajectories that stay on the sr,7t* state continue to the S;/S, seam
associated to (Eth)x and decay to the ground state in 200 fs or
less. The trajectories that decay on the n,ot* state also reach a
seam of conical intersection where they decay to the ground
state on a similar time scale, but comparison with MS-CASPT2
calculations shows that the CASSCEF trajectories overestimate
the probability of this decay.

Experimentally, the short-time excited-state photodynamics
of thymine are described with one or two components in the
femtosecond range and one component in the picosecond range.
From the present CASSCF dynamics and the previous study of
the decay from the FC structure, this multiexponential decay
could be associated with the indirect path shown in Figure 1,
as already proposed.' In this case, the first step of the decay
would correspond to the decay to (,2%)yin on the fs scale, and
the second step would correspond to the access to (Eth)x
through (,77%)1s on the ps scale. However, comparison of the
CASSCF decay paths with the MS-CASPT?2 ones shows that
this conclusion is not as straightforward as it may seem. At the
higher level of theory, there is a direct path (see Figure 1) that
could also account for the fs decay component. This path could
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same for the C4,—Og and C5s—Cq distance and the Cs pyramidalization (Cy—Cs—C,—Nj; dihedral angle). The labels of the states in (a) refer to the
order at the beginning of the trajectory.
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Figure 7. Branching space vectors (interstate coupling, IC, and gradient difference, GD) at (Eth)x, calculated at the CASSCF(8,6)/6-31G* level.

not be optimized at the CASSCF(8,6)/6-31G* level and is not from the energetic point of view. It is therefore likely that the
observed in the short-time dynamics. However, the MS-CASPT?2 CASSCF semiclassical dynamics only explain one side of the
results show that the direct and indirect paths are very similar story (the indirect decay), while, in reality, the wavepackets
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Figure 8. Time evolution of the CASSCF(8,6) energy of the Sy—S; states of thymine and the C,—Og distance for a representative trajectory on
S (n,7r* state). The label of the states refers to the order at the beginning of the trajectory.

created by the excitation may be distributed along the two paths
shown in Figure 1. The MS-CASPT?2 energy profile along the
indirect path also suggests that the lifetime of (,%)yin is
overestimated by the CASSCF trajectories as the barrier that
separates it from (Eth)yx is substantially lowered at the dynami-
cally correlated level. Thus, the estimated MS-CASPT2 value
is approximately 0.1 eV (800 cm™!). In this case, the lifetime
of (&w*)vin Will mainly depend on intrastate vibrational
redistribution from the in-plane modes activated in the first part
of the decay to the TS mode, and this process can be expected
to be quite efficient as the TS mode also has a large in-plane
component (see Figure 4). Therefore, it is likely that the lifetime
of (,7r*)min lies in the subpicosecond range. This suggests that
the experimental subpicosecond decay component(s) reflects the
quenching to the ground state along both direct and indirect
paths.

Comparison between the CASSCF and MS-CASPT?2 energies
is also necessary to discuss the lifetime of the n,z* state in the
dynamics. The CASSCEF trajectories on the n,z7* state decay to
the ground state quickly because the energy of the (n,7*/GS)x
intersection seam is below the energy of (7,7%)rs, the dynamics
starting point. This is similar to the OM2/MRCI dynamics study,
where the lifetime of the n,zt* state is less than 1 ps because
the minimum-energy intersection between the n,77* and the
ground state lies 1 eV below the FC point.!” However our
relative MS-CASPT?2 energies show that the short n,z* lifetime
may be an artifact of the CASSCF and OM2 methods. Thus,
the relative MS-CASPT2 energy of the (n,z%*/GS)x intersection
minimum, which marks the threshold for decay of the n,7z* state
along this route, is 5.3 eV. This value is above the calculated
vertical excitation of approximately 5.1 eV (see Figure 3). Other
intersection minima of (n,r*/GS) character, such as the
intersection labeled MXS3 in ref 19, lie higher in energy at the
MS-CASPT?2 level. This suggests that the decay of the n,*

state along this route will only take place at excitation
wavelengths of 230—240 nm or less. At lower excitation
energies, there are other decay paths available for (n,r*)yiin.
The first one is the decay through (Eth)x. This path goes through
an avoided crossing between the 7r,77* and n,7* states associated
to a MS-CASPT?2 barrier of approximately 0.4 eV (see Figure
3) and is not observed in the dynamics because the trajectories
are biased toward the (n,z*/GS)x intersection. The second path
is intersystem crossing to the triplet state. This process is
possible due to the large spin—orbit coupling*’ of approximately
60 cm™!, but it has been not observed in our dynamics because
only singlet states are considered. However, the presence of
these two paths suggests that the decay component of ap-
proximately 5 ps determined experimentally may correspond
to the lifetime of the n,7z* state.

Conclusions

The excited-state decay of the lowest 7,7t* state of thymine
has been studied with MS-CASPT?2 static calculations and
CASSCEF semiclassical on-the-fly dynamics. The MS-CASPT2
calculations are used to complete the picture of the dynamics,
which suffers from the limitations of the CASSCF method. Our
conclusions can be summarized with the help of Figure 1. Two
paths, a direct one and an indirect one, lead from the FC
structure to (Eth)y, a conical intersection with the ground state.
At the MS-CASPT?2 level, using a CASSCF(12,9) reference
wave function, both paths have similar slopes. This suggests
that both paths will be initially populated after the excitation
pulse. The indirect path goes through a shallow minimum of
the 7,m* state, (,r%)pin. Its lifetime can be assumed to lie in
the subpicosecond range in view of the small barriers and taking
into account that the experiments are carried out at high
temperatures (400—500 K). After the barrier, the CASSCF
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dynamics from (z,7*)rs show that some of the trajectories
quickly evolve to (Eth)x, where they are quenched efficiently
to the ground state. The trajectories that reach (Eth)x along the
direct path will be quenched with a similar efficiency. Therefore,
we propose that the experimental subpicosecond decay com-
ponent(s) come from the two groups of trajectories (direct decay
and indirect decay staying on the sr,7* state). In addition to
that, we assign the picosecond component to the n,7* state
populated along the indirect path. Other aspects of the photo-
dynamics, like the relative importance of the direct and indirect
paths, remain unresolved and will require an improvement of
the dynamics approach for a more accurate simulation.
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Note Added in Proof. A paper describing photodynamics
simulations of the S,/S; decay of thymine has appeared after
submission of our manuscript (Szymczak, J. J.; Barbatti, M.;
Soo Hoo J. T.; Adkins, J. A.; Windus, T. L.; Nachtigallov4,
D.; Lischka, H. J. Phys. Chem. A 2009, 113, in press. doi:
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